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Introduction

The future of Higher Education is in many ways linked with the developments of emerging new technologies and
for most students, generative artificial intelligence (GenAl) will be an integrated part of their studies and their
lives in general. In this review, we focus on how the access to an Al assistant may affect student learning in Higher
Education. Tutoring has previously proven to be an extremely effective strategy for achieving high assessment
scores in university and college education. Bloom (1984) found that the average student who received one-to-one
tutoring performed two standard deviations better than the average student in a traditional classroom setting.
Through the so-called “2 Sigma Problem”, Bloom also acknowledged that one-to-one tutoring is resource
demanding and therefore not always practical or scalable at educational institutions. In response to this challenge,
the use of web-based intelligent tutoring systems and Al assistants has been explored in Higher Education to

uncover the potential for catalysing student learning.

Intelligent tutoring systems are designed specifically to enhance learning experiences through personalized and
adaptive instruction, whereas Al assistants are general-purpose tools providing responses based on user queries
(Crompton & Burke, 2023). The launch of ChatGPT by OpenAl in the autumn of 2022 made Al assistants, based
on large language models (LLM), available to anyone with access to a web browser. GenAl technology
represented a leap forward in the Al assistant’s capabilities of generating human-like text, code, images, and other
types of output and a range of other GenAl chatbots have emerged since then (e.g. Copilot by Microsoft, Claude
by Anthropic, and Gemini by Google). The impact of GenAl on Higher Education is being debated with a focus
on both the challenges and opportunities it presents for teaching and learning. On the positive side, students can
customize their learning experience according to their needs and preferences by engaging with Al-based learning
tools. Concerns have also been expressed, particularly regarding issues of transparency and academic integrity,

as GenAl is integrated in educational settings.

The amount of scientific literature on the use of GenAl chatbots in Higher Education is increasing dramatically
over time. A vast number of conceptual publications about the anticipated implications of GenAl for Higher
Education institutions and for society exist. Numerous studies apply the Technology Acceptance Model (Davis,
1985) to explore student’s and educator’s perceived usefulness and perceived ease of use of GenAl tools, and
other studies test the performance of GenAl tools when it comes to solving assignments such as quizzes, coding
exercises, or essay writing. Fewer publications are available on the effect of GenAl on student’s learning outcomes
as it takes time to collect and present such evidence. The purpose of this review is to establish an overview of
early findings on the effect of student’s use of GenAl chatbots on their learning outcomes in Higher Education.
This is formulated through the following research question:

RQ: How does the use of GenAl chatbots impact student learning in Higher Education?

Previous Reviews on Al Chatbots and Student Learning

Zirar (2023) examined the impact of language models, particularly ChatGPT, on student learning and assessment.

The review of the 25 selected articles yielded two overarching conclusions. First, student learning may be
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negatively affected when there is exclusive reliance on language models without critical evaluation. Second, the
role played by language models in assisting educators to produce teaching and assessment resources should be

specific and controlled.

Bhullar et al. (2024) analysed the role of ChatGPT in teaching and learning within Higher Education institutions.
Their review of 47 selected articles identified four key thematic clusters: academic integrity, learning
environment, student engagement, and scholarly research. The findings indicated that research primarily focused
on assessment practices, academic integrity, student learning and discipline-specific applications. Although the
integration of Al in education could potentially enhance academic performance and student motivation, the

authors emphasized that students’ use of these technologies should be monitored to ensure responsible use.

Wu & Yu (2024) conducted a meta-analysis of 24 studies on the effect of Al chatbots on students’ learning
outcomes. They concluded that the use of AI chatbots had a positive effect on overall learning outcomes.
Improvements were observed in relation to learning performance, motivation, self-efficacy, interest and perceived
value of learning. These positive results could be attributed to the chatbots’ capacity to deliver personalized
support, provide continuous opportunities for practice, and create a relaxed learning environment — particularly

beneficial for learners who may feel anxious about making mistakes in front of teachers or peers.

As part of their comprehensive SWOT (strengths, weaknesses, opportunities, threads) analysis on the use of
ChatGPT in teaching and learning, Mai et al. (2024) evaluated the effect of ChatGPT integration in 51 selected
studies. The authors identified 13 strengths (e.g., ChatGPT’s capacity to act as a teaching assistant), 10 weaknesses
(e.g., beginners’ limitations to use the chatbot critically), 5 opportunities (e.g., personalised learning experience)
and 4 threats (e.g., overreliance on Al-generated outputs) of using ChatGPT. Similar conclusions were drawn by
Faisal (2024) in a review of 52 studies on the potential benefits of integrating ChatGPT in Higher Education in
the Saudi Arabian context. The possibility of using ChatGPT to respond to individuals’ learning needs was seen
as particularly useful to support language proficiency in the case of Saudi students enrolled in courses taught in
English. The risk of ChatGPT perpetuating biases from the training data, as well as the potential diminishment of

students’ critical thinking skills, were seen as key weaknesses of this technology.

Khurma et al. (2024) explored student engagement within ChatGPT interactions through their systematic review
of 16 studies. Four dimensions of student engagement were investigated: academic, behavioural, cognitive and
psychological engagement. The review identified several ways in which interacting with ChatGPT could enhance
student engagement, including the provision of immediate feedback. A key finding was that student’s academic
engagement — such as engagement with the course material — is strengthened the most when using ChatGPT,
compared to any of the other dimensions of engagement. However, the review also highlighted some potential

negative effects of ChatGPT, such as the risk of students becoming over dependent on the tool.

Deng et al. (2025) conducted a meta-analysis of 69 experimental studies investigating the impact of ChatGPT on
student learning. The data revealed that ChatGPT use could enhance academic performance and affective-

motivational states, promote higher-order cognitive processes and reduce mental effort. However, it was found to
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have no significant influence on students' self-efficacy. The authors caution that many studies did not clearly
report whether the use of ChatGPT was permitted during post-intervention assessments of academic performance.
As a result, it remains uncertain whether the observed gains reflect actual improvements in student learning or are

primarily attributable to the higher quality of output generated by the tool itself.

Bruun et al. (2024) presented a research overview based on a literature review of 141 studies published between
2018 and 2024 on the use of Al chatbots in Higher Education, specifically within the humanities and social
science. In relation to student learning, the authors noted a lack of theoretical frameworks explicitly analysing
how Al-supported learning occurs, as well as a tendency in the research to focus on the role of Al to promote
individual students’ learning, without sufficient consideration to the use of this technology in the larger social
context. The capacity of Al-chatbots to support self-regulated learning was highlighted in many of the reviewed
studies. Moreover, the interactive nature of the technology, which can adopt various roles to support learning,
makes it possible to personalise the instruction by identifying students’ challenges and suggesting solutions.
However, some studies caution that students’ perceptions of the effectiveness of Al chatbots may be more variable

than generally assumed.
Dimensions of Learning
To approach our research question in a systematic manner, this review will focus on eight of dimensions that refer

to key aspects of meaningful student learning (see Figure 1). These dimensions emerged, among others, through

the thematic analysis of the articles during the review process.

Motivation Self-efficacy
Comprehension Problem-solving
Personal investment to Belief in one's ability to
achieve desired succeed in academic Deep understanding of Goal-oriented process for
outcomes tasks complex concepts finding solutions

Engagement Self-regulation Critical Thinking Learning
Performance
Intersection of motivation Monitoring and managing Cognitive skills for
and active learning one's learning process reasoning and analysis Measurable changes in

knowledge and skills

Figure 1. Dimensions of Student Learning Analysed in This Literature Review

The final selection of eight dimensions — encompassing affective, metacognitive, and cognitive aspects — was
made to enable a multidimensional analysis of GenAl chatbots’ impact on student learning. The selection ensures
comprehensive coverage of key facets of learning. For instance, motivation is a central factor in the affective
domain; self-regulation captures the key role of metacognitive skills in learning; and problem-solving represents

one of the core cognitive skills. Moreover, the selected dimensions reflect the inherently interconnected nature of
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learning domains, as affective, metacognitive, and cognitive processes intersect in multiple ways. As a result,
clear overlaps emerge among the selected dimensions. For instance, while the comprehension of complex concepts
may be defined as a cognitive process, it is nevertheless influenced by affective factors such as motivation.
Similarly, self-efficacy impacts the effective application of problem-solving skills, and self-regulation supports
and strengthens critical thinking. These eight dimensions form the analytical framework of this review and are

described below.

Motivation

Motivation plays a key role in determining the behaviours that students adopt when learning, affecting the
direction, intensity and quality of their personal investment to achieve a desired outcome (Lovett, 2023). For
decades now, motivation has been explained through the lens of the Expectancy-Value Theory (EVT), which
identifies the subjectively perceived value of a goal (value) and the expectations to successfully achieve it
(expectancies) as the two main aspects that influence motivation (Rosenzweig et al., 2019). More recent research
has suggested that the perceived negative consequences of completing a task (cost) can also have an impact on
this aspect of learning (Flake et al., 2015). Students will be more motivated to pursue goals that have high value
to them (e.g., sense of accomplishment from solving a complex task), imply a low cost (e.g. effort and time
required seem reasonable), and that they believe they are capable of achieving (e.g., prior knowledge and

experience seem relevant to attain the goal).

Engagement

Student engagement can be defined as the mental state where motivation (the feeling aspect of engagement) and
active learning (the thinking aspect of engagement) intersect (Barkley & Major, 2020). Motivation and active
learning interact synergistically to create engagement, leading to a series of learning behaviours that determine
how students approach tasks, courses, or educational experiences in general. There is general agreement in
educational research that more engagement leads to better academic achievement, manifested in improved
acquisition of course content and retention (Casuso-Holgado et al., 2013; Lee, 2014). Learning behaviours that
are associated with a high level of engagement are for example active participation and contribution to class
activities and discussions, perseverance when dealing with challenges, and adequate time and effort spent on the
tasks (Bowden et al., 2021). These behaviours are generally shaped by affective and social aspects such as

students’ well-being, self-efficacy, and sense of belonging.

Self-Efficacy

Self-efficacy, the degree to which students believe they are capable of succeeding in specific academic tasks, is a
strong predictor of their performance and achievements. Self-efficacy beliefs affect the effort invested in learning
as well as the level of resilience shown in difficult situations. They also influence students’ perceptions of how
difficult tasks really are. Those with a weak sense of self-efficacy are prone to approach tasks with a sense of

helplessness, thinking that they are too complex for them to complete successfully. A strong sense of self-efficacy,
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however, will help students approach even challenging tasks willingly and confidently (Van Dinther et al., 2011)
Self-efficacy is bolstered when students experience a challenging situation that they have been able to overcome
successfully (mastery experiences), when they observe peers succeeding in tasks like the ones they must carry out

(vicarious experiences), and when they receive realistic verbal encouragement (Beatson et al., 2018).

Self-Regulation

Self-regulation involves monitoring one’s learning, being aware of the emotions, behaviors, motivations and other
factors that influence the learning process (Barkley & Major, 2020). Self-regulated learners are able to plan the
most efficient way of approaching a task, evaluate their own progress and choose appropriate learning strategies.
Self-regulated thoughts and behaviours are self-generated, guiding students to personally set goals, consider
strengths and limitations, and decide task-related strategies that will help them become more effective learners.
These self-regulatory abilities increase motivation and empower students to work in their optimal challenge zone,
which subsequently makes them more likely to succeed academically (Zimmerman, 2002). Although self-
regulation stems largely from self-efficacy beliefs and intrinsic motivation, research has also indicated that self-
regulation can be taught through systematic interventions, such as providing guidance for students to practice self-

regulation strategies like goal setting, self-assessment, and self-reflection (Bol & Garner, 2011).

Comprehension

Comprehension is a cognitive process by which students develop a deep understanding of complex concepts and
ideas. This process involves connecting new information to prior knowledge, constructing meaning, and applying
knowledge in a variety of situations. Acquiring deep comprehension of complex content or attaining mastery of
complex tasks requires having sufficient and adequate prior knowledge and being competent in foundational sub-
skills. Furthermore, it is essential to engage in targeted practice and be able to transfer knowledge and skills to
novel contexts (Lovett, 2023). The cognitive load imposed by the tasks to be mastered is a critical factor to
consider in supporting students’ comprehension. In this regard, the Cognitive Load Theory (CLT) offers valuable
insights into how to best design instruction for acquiring complex cognitive skills and competencies (e.g.,
addressing deficient prior knowledge, scaffolding practice with an appropriate gradual increase in task difficulty)

(Kirschner, 2002).

Critical Thinking

Critical thinking includes a broad range of cognitive skills, such as reasoning, inference-making, analysis,
evaluation, interpretation, and argumentation. Critical thinkers are characterized by being inquisitive, aware of
their own biases, and committed to inquiry and the identification of relevant information (Davies, 2015). Since
critical thinking entails examining issues from multiple perspectives and considering alternative viewpoints, it is
a fundamental component of effective problem-solving and decision-making. The development of critical thinking
skills is intrinsically linked to self-regulation, as abilities such as being able to self-monitor one’s progress and

making decisions about appropriate learning strategies are positively correlated with critical thinking (Akcaoglu

48



International Journal of Technology in Education 9 (2026) 43-69 M. Badger et al.

et al., 2023). Some instructional strategies that foster students’ critical thinking include the use of Socratic
questioning to explore complex ideas and the implementation of peer and self-assessment techniques to evaluate

the strengths and weaknesses of one’s reasoning (Fahim & Masouleh, 2012).

Problem-Solving Skills

Problem solving is a goal-oriented process, which involves skills such as identifying the problem, organizing
knowledge, thinking creatively about multiple solution paths, developing solution strategies, and monitoring one’s
progress toward the goal (Harlim & Belski, 2013). What specific skills are necessary to apply in problem-solving
tasks will depend on the problem’s structure and complexity. Students can encounter well-structured problems
and ill-structured problems. The former type requires the implementation of a limited number of principles in an
organized manner, whereas the latter tends to be more complex, calling for divergent solutions and the integration
of knowledge from several domains (Jonassen, 2000). Metacognition and critical thinking are positively related
to problem solving. The development of metacognitive abilities such as self-assessing the actions taken to achieve
the goal and critical thinking competences such as making reasonable inferences based on evidence can enhance

students’ problem-solving performance (Prakong, 2024).

Learning Performance

Learning performance refers to the observable and measurable short-term changes in knowledge, skills and
attitudes that occur during the teaching and learning process. It is commonly used to evaluate attainment of
learning outcomes within courses or activities, although it may not necessarily reflect long-term retention or
mastery (Soderstrom & Bjork, 2015). Certain factors are critical to ensure that learning performance is evaluated
adequately. Assessment tools must be specifically designed for the learning goals that are to be evaluated, in order
to yield useful evidence that can further inform meaningful changes in teaching and learning (Suskie, 2018).
Furthermore, educational research also recognizes the importance of employing diverse assessment approaches
to measure learning performance, as they offer complementary perspectives and illuminate different aspects of
learning. For example, although self-reporting primarily reflects students’ subjective experiences and attitudes
rather than providing objective indicators of performance, it is widely acknowledged as a valid tool for capturing
affective and metacognitive dimensions of learning, such as motivation and self-regulation (Caspersen et al., 2017,

Pekruna, 2020).

Methods

Literature Search

This literature review follows the Preferred Reporting Items for Systematic reviews and Meta-Analyses
(PRISMA) guidelines (Page et al., 2021). We first composed a set of keywords combining generative Al terms
with the two terms ‘student learning’ or ‘learning outcome’. Based on the keywords, we built search strings
compatible with three academic research databases: Web of Science, Scopus, and the Education Resource

Information Center (ERIC) under EBSCOhost. The search string for Scopus is shown in Table 1 as an example.
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Table 1. The Search String Used to Search in Scopus

Data base Search string

Scopus (( TITLE-ABS-KEY ( ( ai OR gai OR genai OR "generative ai" OR "generative

artificial intelligence" OR 1lm* OR "large language model*" OR chatgpt OR "bing
chat" OR copilot OR gemini OR chatbot* ) ) AND TITLE-ABS-KEY ( student W/3
learning OR "learning outcome" ) ) ) AND TITLE-ABS-KEY ( "higher education" OR
HE OR universit* OR college ) AND PUBYEAR > 2021 AND PUBYEAR <2025

Additional filtering was applied to restrict the search to Higher Education and colleges and to set the period of
interest to 2022-24 i.e. the era after ChatGPT was released. In ERIC, this filtering was performed via the web
interface. All three data bases were searched on June 6, 2024 and this led to 1431 hits in total (813, 550, and 68,

respectively) as shown in Figure 2.

Screening of Publications

The collection of references was imported in the tool Covidence, which we used for screening of abstracts and
full texts and for extraction of relevant content. A total of 265 references were identified as duplicates and
subtracted from the collection. The abstracts of the remaining 1165 references were then screened by one reviewer
according to a set of inclusion/exclusion criteria (Table 2). Publications were included if they contained evidence
of student's learning outcome, learning experience, strategies for learning, or perception of learning when using
GenAl chatbots in connection with their Higher Education studies. Publications were excluded if they were not
research publications, if they were conceptual or theoretical rather than evidence based, or if they were not
addressing higher or college education. Further, publications were excluded if GenAl chatbots did not feature or
if the publications were addressing other aspects than student learning, such as the design of chatbots, chatbot’s
ability to solve problems, student’s acceptance of technology, or teacher’s perspectives on using Al chatbots in

the classroom.

The title and abstract screening reduced the collection to 210 publications. Full-text screening was then carried
out by three reviewers where each publication was read by at least two reviewers. After the full-text screening,
the collection consisted of 49 publications, which form the basis of our review. Of these publications, 41 were

published in international journals, whereas the remaining eight publications were in conference proceedings.

Table 2. Inclusion and Exclusion Criteria Applied in the Screening

Inclusion criteria Exclusion criteria
The publication is a research The publication is not a research publication
publication (e.g. a cover for conference proceedings)

(e.g. a journal or conference article, a

book chapter)

The study is about GenAl chatbots The study is about chatbots that do not take
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Inclusion criteria

Exclusion criteria

(e.g. ChatGPT, Copilot, Claude,

Gemini)

The study takes place in a Higher
Education setting

(e.g. university, college)

The study is based on evidence
(e.g. based on survey responses,

assessment outcomes)

The study shows evidence of student's
learning outcome, learning experience,
strategies for learning,

or perception of learning

advantage of GenAl technology

The study is about Al-tools other than chatbots
(e.g. tools for writing, grammar checking,
pronunciation, transcription, coding, music,

visualisation of learning trajectories)

The study does not take place in a Higher Education
setting

(e.g. primary school, K-12, nursing school)

The study is conceptual or theoretical or addresses
the wider implications of Al on Higher Education or

society

The study takes a teacher's perspective

(e.g. of student learning, course design)

The study is about the design of chatbots or the
performance of LLMs
(e.g. solving assignments, predicting student

success)

The study is about technology acceptance
(e.g. the ease of use or the perceived usefulness of

chatbots)

The effect of GenAl chatbots on student learning
cannot be separated from other variables

(e.g. the course design or learning platform)

Extraction of Information

M. Badger et al.

Based on an extraction template, information relevant for our review was extracted from the 49 selected

publications. The extraction template held information about each study such as the location, duration, academic

level, number of students, the type of intervention and control experiment, and the chosen analysis method. The

template was then populated with key findings about the different dimensions of learning to be investigated:

motivation, engagement, self-efficacy, self-regulation, comprehension, critical thinking, problem-solving, and

learning performance. The filled extraction table was used to structure the outcomes of this review.
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References from databases/registers (n = 1431)
Web of Science (n = 813)
Scopus (n = 550)
EBSCOhost (n = 68)

References removed (n = 265)
Duplicates identified manually (n = 8)
Duplicates identified by Covidence (n = 257)

N

Studies screened (n = 1165) —>| Studies excluded (n = 945)
Studies sought for retrieval (n = 210) —>| Studies not retrieved (n = 0)
Studies assessed for eligibility (n = 210) —>{ Studies excluded (n = 161)

Al-tools other than GenAl chatbots (n = 46)

No evidence of student learning or student
strategies for learning (n = 40)

Wider implications of Al on higher education or
society (n =22)

Al not a central topic (n=10)

Other (n =42)

Studies included in review (n = 49)

Figure 2. Selection Process Applied in This Literature Review (source: Covidence).

Table 3 shows the distribution of the 49 studies considered in this review according to geographical location,

discipline, data collection method, and the type of GenAl tool used. Almost half of the studies (23) were conducted

in Asia whereas the other half took place in Europe (9), the Americas (11), Africa (2) and Australia (1). A total of

12 studies were conducted within the discipline computer science and seven were conducted in the context of

language; typically in English as a Foreign Language (EFL) classes. The rest of the studies were distributed across

a wide range of disciplines embracing the humanities, natural, and social sciences. A vast majority of the studies

were conducted on the basis of student’s self-reporting, either through surveys (34) or interviews (9), and 12

studies were based on experiments. A total of 39 publications reported explicitly that ChatGPT was used, whereas

the remaining 10 publications described the use of GenAl tools in more general terms, or they did not specify
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which tool was applied in the works.

Table 3. Analytics of the Publications Selected for This Review

Location of study Discipline

Asia 23 Computer science 12

Europe 9 Language 7

North America 8 Business and management 6

South America 3 Engineering 6

Africa 2 Medicine 4

Australia 1 Science and math 4

Other/not specified 3 Music 1
Social science 1
Other/not specified 8

Method GenAl tool

Survey amongst students 34 ChatGPT 39

Test results (experimental) 12 Other/not specified 10

Interviews with students 9

Other/not specified 10

Results

This review considers results derived from the variety of methodological frameworks and assessment methods
used across the selected studies. Both qualitative (e.g., interviews with students and open-ended survey questions)
and quantitative data (e.g., closed-end survey questions and test results) are considered. Moreover, a substantial
portion of the data is based on students’ self-reported perceptions of their learning experience and performance.
In the following, we examine how the selected studies address the dimensions of learning described above and

how students’ use of GenAl affects each of the dimensions.

Motivation

Out of the 49 articles considered in this review, a total of 20 mentioned student motivation explicitly in connection
with the use of GenAl chatbots. The findings were largely positive and highlighted that the incorporation of GenAl
chatbots into the learning process — either in class or at home — can boost students’ motivation through enhanced
enjoyment and satisfaction (Dahri et al., 2024; Hamid et al., 2023; Shoufan, 2023; Song & Song, 2023). Other
studies found that motivation was sparked by the chatbot’s versatility and accessibility in various learning
activities (Karatas et al., 2024; Ou et al., 2024) and Zhang et al. (2023) suggested that individuals' association
with a community that supports artificial intelligence can in itself increase motivation and lead to improved

learning outcomes.
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Hmoud et al. (2024) investigated student motivation when learning with ChatGPT and identified five main
categories of motivation: task enjoyment, reported effort, result assessment, perceived relevance, and interaction.
Their findings led to the conclusion that ChatGPT can be a potent tool for enhancing task motivation among
Higher Education students. Silitonga et al. (2023) compared measures of learners’ intrinsic and extrinsic
motivation for student populations with and without access to ChatGPT. Students who used the chatbot for English
writing tasks scored higher on their intrinsic as well as extrinsic motivation, which was attributed to the instant

feedback received on their writing.

Hsu (2023) recorded the time dedicated by students to learning medical terminology and found that students who
had access to a chatbot practised for 7-10 hours per week whereas the control group practised only two hours.
This led to the conclusion that incorporation of the tool could significantly enhance learning motivation. A survey
amongst students in computer science revealed that motivation was ranked the third most important benefit of
using ChatGPT, after it was used to generate codes and provide explanations (Singh et al., 2023). Gao et al. (2024)
found that business students exhibited heightened motivation in Al-enhanced learning environments, particularly
those emphasizing interactive and constructive learning methodologies. In the context of language learning,
students expressed that they felt more motivated to practise and learn a foreign language when the learning was

augmented by an Al chatbot (Muthmainnah et al., 2022).

On the negative side, Hmoud et al. (2024) stressed that learning with ChatGPT also comes with an element of
anxiety associated with incorrect information provided by the chatbot. In a survey by Zhao et al. (2023), some
students claimed that the use of a GenAl chatbot had a demotivating effect with respect to learning, as it was
possible to generate answers with little effort. Holland & Ciachir (2024) found that ChatGPT has the potential to

dent student motivation in the absence of perceived fair attainment and differentiation.

Engagement

A total of 13 studies in this review shed light on the impact of GenAl chatbots on student engagement. Overall,
the integration of these chatbots appears to lead to increased student engagement by facilitating more active and
effective participation in the learning process. One key factor contributing to this effect is the chatbots’ capacity
to deliver personalized learning experiences. The tools can achieve this personalisation in different ways, for
example by offering guidance adapted to the individual’s knowledge level (Hsu, 2023), providing immediate
feedback (Song & Song, 2023), or supporting some metacognitive activities such as setting up learning goals and

monitoring progress (Zhao et al., 2023).

Karatas et al. (2024) investigated how the implementation of ChatGPT in foreign language learning affected
students’ learning experiences, including engagement. In semi-structured interviews, students indicated that
interacting with the chatbot had enhanced their engagement in various language-related activities, including
writing and grammar exercises. The chatbots’ instant feedback and ease of use were identified as key factors
contributing to this enhanced engagement. Similarly, Hamid et al. (2023), through questionnaires and follow-up

interviews with undergraduate pharmacy students, found that integrating ChatGPT into the problem-based
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learning process introduced a positive emotional dimension that further promoted student engagement. Notably,
introverted learners — who typically hesitate to ask questions in classroom settings — benefited significantly, as
interacting with the chatbot gave them the opportunity to seek clarification and solve doubts that they would not

want to voice in class.

Four out of the 13 articles were experimental studies. In all four, the chatbots were carefully integrated in the
instruction and students in the experimental groups received guidance on how to use the technology. Learners
were instructed about what specific tasks to complete with Al assistance, how to interact effectively with the tool,
and how to utilize it as a learning facilitator (Hsu, 2023; Jost et al., 2024; Song & Song, 2023; Zhou & Kim,
2024). In one case, students also had the support of two experienced assistants who were available while they
were using the chatbots to complete their assignments (Jost et al., 2024). Similarly, students taking part in some
of the non-experimental studies conducted in specific courses_received instructions on how to maximize the use
of the chatbots (Araujo & Cruz-Correia, 2024; Karatas et al., 2024; Yang et al., 2024). This type of guidance for
students to use GenAl effectively leads to productive interactions with the chatbots and is therefore linked to their
positive impact on student engagement. On the contrary, the absence of guidelines and instructions reduces
engagement, as students struggle to make optimized use of the tools, for example due to difficulties in creating

suitable prompts (Tossell et al., 2024).

Self-Efficacy

Seven of the reviewed articles yielded results about the connection between the use of GenAl chatbots and self-
efficacy, all of which indicated a positive impact of GenAl chatbots on students’ perceived self-efficacy. The
findings suggest that the interactive nature of the tools, the possibility of asking for step-by-step explanations, and
the provision of personalised assistance and immediate feedback contribute to boosting learners’ confidence in
their abilities, consequently increasing self-efficacy (Guo & Lee, 2023; Hamid et al., 2023; Inoferio et al., 2024;
Liang et al., 2023). This effect has been observed across a variety of disciplines, such as mathematics, business
and languages, as well as in connection with different types of activities, such as writing, problem-solving and

analysis of information.

Among these studies, Liang et al. (2023) included the largest number of participants. The results from a
questionnaire survey completed by 389 undergraduate students from different Chinese universities and a variety
of disciplines revealed that, when used as learning assistants, GenAl tools can lead to increased self-efficacy.
GenAl’s adaptability to students’ level of understanding enables these tools to deliver tailored and varied
explanations of complex concepts, thereby personalizing the learning process. Consequently, interaction with this
technology can facilitate learners’ comprehension of complex content and increase their ability to solve more

challenging tasks, which in turn increases their perceived ability to achieve learning goals.

Despite the reported positive correlation between the use of GenAl chatbots and increased self-efficacy, it should
be noted that two of the studies also indicated that the interaction with GenAl chatbots can reduce self-efficacy

for some learners. Whereas some students perceive GenAl’s assistance as a way of jump-starting their thinking,
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others feel that their creativity is being outsourced to a tool, which results in a loss of confidence in their own
ability to think by themselves, particularly if they struggle to come up with ideas beyond the ones suggested by
the chatbot (Habib et al., 2024). Furthermore, although the immediate assistance obtained by interacting with
GenAl chatbots can accelerate learning, it can also prevent students from making the cognitive effort that is needed

to gain confidence in their own capabilities (Gao et al., 2024).

Self-Regulation

Self-regulation is addressed in four of the reviewed articles — two experimental studies and two non-experimental
studies — which reported that interaction with GenAl chatbots has the potential to enhance students’ self-regulation
skills. Improvements were observed on students’ ability to self-assess, re-examine their reasoning, evaluate the
reliability of sources, set goals, and apply appropriate learning strategies (Elkhodr et al., 2023; Hmoud et al., 2024;
Muthmainnah et al., 2022; Song & Song, 2023).

In the two experimental studies, students received substantial guidance on how to use the technology as an
assistive tool. In the experiment conducted by Elkhodr et al. (2023), which involved undergraduate and graduate
ICT students, instructors facilitated and promoted the use of ChatGPT as a self-directed learning aid. Students in
the experimental groups used ChatGPT to analyse a case study. The chatbot was recommended for supporting
content comprehension and providing examples of concepts, whereas the mere generation of answers was
discouraged. In Song & Song (2023) study, where undergraduate EFL students used ChatGPT for writing tasks,
participants in the experimental group were guided to use the tool ethically, ensuring that their unique style and
ideas were preserved in their writing. While the integration of ChatGPT-generated feedback was promoted,
considerable emphasis was placed on the preservation of academic integrity. Both studies concluded that
collaborating with ChatGPT as a supplementary aid to learning can enhance students’ self-regulation capacities,

for example by helping them identify gaps in knowledge and become more reflective and self-directed learners.

Similar results were obtained in the two non-experimental studies where the development of self-regulation skills
was observed. In a survey completed by 453 EFL undergraduate students, they indicated that they had self-
assessed their judgements, re-examined their interpretations and considered carrying out additional research while
interacting with the tools (Muthmainnah et al., 2022). These self-reports resemble closely the information
provided by the 15 participants interviewed in Hmoud et al. (2024) study, where students stated that they had
improved their self-evaluation skills as well as their ability to verify sources and the chatbot-provided

information.

Comprehension

Comprehension featured in 25 of the articles in our collection. The interaction with GenAl chatbots was reported
to enhance students' comprehension of complex subject matter in a variety of disciplines, including chemistry
(Guo & Lee, 2023), computer science (Marquardson, 2024), Information and Communication Technology

(Elkhodr et al., 2023), entrepreneurship (Hammoda, 2024), math (Gouia-Zarrad & Gunn, 2024; Inoferio et al.,
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2024), music (Zhou & Kim, 2024), and pharmacy (Hamid etal., 2023). A statistical analysis by Dahri et al. (2024)
supported these findings and concluded that effective student interaction with Al-tools - primarily chatbots - can
enhance comprehension, engagement, and knowledge retention, resulting in improved academic performance.

Komba (2024) highlighted that the straightforward manner and simple language of ChatGPT helped students

grasp complex concepts more easily.

Specifically for language learning, Zhang et al. (2023) found that a heightened comprehension of Al chatbots
among students correlates with an increased likelihood of their proficient utilisation in the context of language
acquisition. Xiao & Zhi (2023) found that the extent to which ChatGPT could possibly contribute to language
development was determined by whether it was used as an assistant or as a content creator, where the latter had
little effect on student’s language learning. Karatas et al. (2024) suggested that ChatGPT-assisted language
learning has a positive impact on writing and grammar skills and new vocabulary acquisition. In contrast, they
claimed that speaking practise could be negatively affected and over-reliance on the chatbot would also have a

negative impact on student’s language acquisition.

In connection with programming, Haindl & Weinberger (2024) and Singh et al. (2023) reported that students
found ChatGPT more suitable for learning programming concepts than for the actual implementation of
programming. Some students were afraid of losing their proficiency in programming if they relied too heavily on
code generated with GenAl. This concern was supported by Jost et al. (2024) who found that students’ use of a
GenAl chatbot for seeking additional explanations in connection with programming exercises did not have a
statistically significant impact on students’ final grades when they were examined without any aids. Rajala et al.
(2023) concluded that the positive implications of using ChatGPT for programming outweighed the negative ones,

which were in their study mostly associated with unreliable outputs.

Critical Thinking

A total of 19 articles reported findings related to the impact of GenAl chatbots on critical thinking skills. These
studies indicated that while the use of this technology has potential to enhance students’ critical thinking abilities,
it can also impede their development under certain circumstances. The interaction with GenAl chatbots, when
integrated in teaching and learning activities, could improve learners’ critical thinking in different ways. Aware
of the occasional inaccuracies and erroneous information in GenAl-created output, students engaged in verifying
the facts contained in the output and evaluating the validity of the provided information. They also made decisions
about to what extent they could rely on the tool, balancing the benefits of using the technology with the active use
of their human intervention. This type of interaction with GenAl chatbots, which involved analysing, evaluating,
and inferencing, contributed to the development of students’ critical thinking abilities (Hmoud et al., 2024;

Sanchez-Guerrero et al., 2024; Zhao et al., 2023).

Furthermore, collaborating with the tools exposed learners to new perspectives on the topics being studied,
challenging them to question their existing arguments, explore new ideas and pose further questions. Guo & Lee’s

study (2023), with 29 undergraduate chemistry students as participants, explored ChatGPT’s role in fostering
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students’ critical thinking skills. Students interacted with the chatbot in three different stages of an essay-writing
activity, the third stage fully devoted to analysing and critiquing ChatGPT’s output. Through the completion of a
survey, students reported an improvement in their critical thinking competences, mentioning for example the
ability to pose incisive questions and draw logical conclusions. Similar results, also based on students’ self-
reporting, were obtained in Muthmainnah et al. (2022) research. A survey completed by 453 EFL students revealed
that interacting with the GenAl tools had helped them consider opposing arguments and justify their own

conclusions, thus enhancing their logical reasoning abilities.

Despite these positive findings, the reviewed articles have also reported the potential risks that the use of GenAl
chatbots can pose for the development of students’ critical thinking. Students could become overly reliant on the
tools instead of engaging in the sort of collaborative interaction mentioned above, they become dependent on the
quick responses provided by the chatbots and do less independent thinking (Hamid et al., 2023; Song & Song,
2023). Some of the consequences of this passive approach would be the production of responses that, being too
influenced by the GenAl-generated content, are lacking in depth, originality and personal style (Araujo & Cruz-
Correia, 2024; Hyde et al., 2024). These challenges were reported by students themselves in several of the studies.
For example, in the questionnaire completed by 430 international students at a British university, 39% of the
participants identified reduced critical thinking and originality as the largest threat associated with the use of

ChatGPT in academia (Singh et al., 2023).

Problem-Solving Skills

In this review, 14 articles provided results regarding the impact of GenAl chatbots on problem-solving skills. The
findings in these studies indicated that the use of GenAl chatbots can both enhance and hinder the development
of students’ problem-solving abilities. Students can benefit from using GenAl chatbots by accelerating some tasks
such as accessing information and obtaining clarification for doubts, which subsequently leaves them with more
time to focus on the more complicated steps and makes the problem-solving process more time-efficient (Hmoud
et al., 2024; Singh et al., 2023). Brainstorming, aiding with the comprehension of the underlying problem to solve,
and organizing information were also mentioned as tasks that this technology can assist with, having a positive
impact on students’ problem-solving skills (Bravo & Cruz-Bohorquez, 2024); particularly when utilised to support

tasks that involve creativity and user-centric design principles (Elkhodr et al., 2023).

The use of GenAl chatbots was also shown to enhance learners’ perception of self-efficacy and preparedness
when engaging with problem-solving tasks. The possibility of obtaining individual support aligned with their
needs and receiving immediate feedback increased students’ confidence levels, motivation and perseverance to
overcome challenges. Hamid et al. (2023) investigated the perceptions of 18 undergraduate pharmacy students
towards the use of ChatGPT in process-driven problem-based learning (PDPBL). Participants reported that
interacting with the chatbot made the problem-solving process more engaging and increased their motivation to
take an active role in it. Similar results were obtained in Inoferio et al. (2024) study, which involved 20
undergraduate students from different BSs (e.g., computer science, engineering, etc.) and enrolled in math courses.

This research revealed that when used in a supporting role, Al models helped learners cope with math anxiety and
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low confidence and empowered them to become more autonomous and proactive in problem-solving activities.

While integrating GenAl chatbots can have a positive influence on students’ development of problem-solving
skills, it can also make a negative impact if the technology is not used appropriately. One aspect that is emphasized
in the reviewed articles is the risk of students over-relying on the tools, by using them as generators of solutions
rather than as learning aids. This can prevent learners from engaging in the cognitive processes that help them
succeed in problem-solving tasks independently (Bravo & Cruz-Bohorquez, 2024; Elkhodr et al., 2023; Jost et
al., 2024). Al models can also impede the improvement of problem-solving abilities if students are not able to
evaluate the accuracy and relevance of the chatbot’s output, possibly failing to identify incorrect information and

using it in the problem-solving tasks (Hamid et al., 2023; Swapna & Jin SHIM, 2023).

Learning Performance

Student’s learning performance was addressed in 16 publications in our collection. Numerous experiments across
disciplines allowed students to use a GenAl chatbot for practising before taking a test in a controlled environment
without access to the chatbot. Most of these studies revealed that students who had practised with a chatbot
performed better than the control groups who were not using chatbots. Zhou & Kim (2024) found that music
students scored higher in a test of their cognitive grasp and comprehension of fundamental concepts, genres,
scales, chords, harmony, and composition techniques pertaining to music when they used ChatGPT for
preparation. Likewise, Kavadella et al. (2024) showed that dental students performed better in a multiple-choice
quiz when they had used ChatGPT for preparation and Hsu (2023) found that students performed better in a test
of medical terminology when they were allowed to use a chatbot for practising. ChatGPT and a dedicated
‘Termbot’ were compared, and the highest test scores were obtained by the students using ChatGPT. Song & Song
(2023) compared test results for students who were trained in English as a Foreign Language (EFL) where the
experimental group, who had practised with ChatGPT, demonstrated an enhanced proficiency in various aspects
of writing, including organization, coherence, grammar, and vocabulary. Habib et al. (2024) carried out an
experiment to test student’s creative thinking skills with and without access to ChatGPT. They concluded that the
use of GenAl enhanced divergent thinking, increasing the diversity of ideas but with a potential for getting answers

that are too generic and have a negative impact on student’s creativity.

In contrast to the studies mentioned above, Jost et al. (2024) identified a significant negative correlation between
the average use of LLMs and students’ final grades in a programming course; especially when the chatbot was
used for code generation or debugging. In their experiment, students were allowed to use a chatbot for practising
but not for the final test. Based on the experiment, Jost et al. (2024) concluded that reliance on LLMs correlates
with diminished academic performance in programming assignments. Another coding experiment was conducted
by Qureshi (2023). Two groups of ICT students worked on the same coding exercises where the experimental
group utilized ChatGPT and the control group did not. The experimental group performed better than the control
group, achieving higher scores in less time. However, the experimental group was not able to achieve perfect

scores due to inaccuracies or inconsistencies in the code generated by ChatGPT.
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Three studies compared assignment outcomes for student cohorts pre-ChatGPT with outcomes of students who
had access to ChatGPT and this led to contradicting results. Hyde et al. (2024) found that students performed
significantly better in a standardised management exam after ChatGPT was introduced. In a study by Kim et al.
(2024), lab reports by engineering students were assessed before and after the reports had been through a revision
aided by ChatGPT. The report quality improved due to students’ enhanced lab report genre understanding but the
use of ChatGPT also lead students to provide false claims, incorrect lab procedures, or extremely broad statements.
Tossell et al. (2024) found through an essay assignment that students who had used ChatGPT to develop their
hand-ins did not perform better than the previous year’s cohorts who were taught by the same teacher but without

access to a chatbot.

Students’ self-reported performance increased when a chatbot assisted in diverse tasks and assignments including
coding-related tasks, project proposals, assignments and report writing (Komba, 2024). A survey amongst students
in Malaysia and Pakistan indicated that the rising use of Al tools has improved students’ satisfaction levels and
significantly impacted students learning outcomes (Dahri et al., 2024). Ou et al. (2024) concluded from their large-
scale survey of Swedish students that GenAl tools can enhance students' academic communication performance
and facilitate personal language development. The study emphasised how Al-powered language tools are also

conducive to transforming the academic writing process into an additional learning space.

Discussion

Our purpose was to establish an overview of early findings regarding the impact of GenAl chatbots on student
learning in Higher Education. Based on the literature outlined above, our impression is that students' use of GenAl
has high potential to impact positively on the learning dimensions explored in this review — motivation,
engagement, self-regulation, self-efficacy, comprehension, critical thinking, problem-solving skills, and learning
performance. However, across all these dimensions, some negative effects are also evident, and although these
are in many cases outweighed by the benefits, they remain significant enough to be taken into consideration in
drawing conclusions. The coexistence of predominantly positive but also some negative effects of GenAl-
chatbots’ use on student learning underscores not only the complexity of examining the intersection between
GenAl technologies and human learning, but also the relatively short period of time we have had to use, explore

and research this technology.

Our findings align well with conclusions drawn in previous review articles where the use of GenAl chatbots
improved academic performance, motivation, interest, and perceived value of learning (Wu & Yu, 2024; Deng et
al., 2025; Mai et al., 2024). In line with Abu Khurma et al. (2024), our findings show that students' use of GenAl
chatbots can boost academic engagement, particularly when the interaction is guided through completion of
structured tasks. Our review indicates that the use of GenAl can increase students’ confusion or anxiety about
inaccurate or misleading outputs and make them question the fairness of assessment. This finding is contradictory
to statements by Wu & Yu (2024), who conclude that GenAl chatbots can create a relaxed learning environment,
especially helpful for anxious learners. These different conclusions may be explained by the fact that anxiety is a

highly individualised emotion and we also speculate that it may vary geographically depending on the way Higher
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Education is structured and financed and the pressure this can put on students. Evidence from our review and from
previous reviews (Bruun et al., 2024; Faisal, 2024) shows unambiguously that students' use of GenAl chatbots
supports self-regulation and independent learning. This can be a benefit in some contexts whereas in other
contexts, the benefit is counteracted by a risk that more social aspects of learning are obstructed (Bruun et al.,

2024).

From the publications in our collection, we observe that GenAl was used in various ways, ranging from carefully
structured and guided classroom exercises to students’ independent collaboration with GenAl chatbots, both in
class and at home. Many examples of guided use incorporated a reflective aspect where students were asked to
critically reflect about their learning experience using this technology, which included evaluating the information
provided by the chatbots and assessing the reliability of the tools (Hmoud et al., 2024; Zhao et al., 2023). We note
that these studies were generally positive about the effects of GenAl chatbots on student learning and the
implementation of GenAl in Higher Education. This can be interpreted as an indication of how critical it is that
learners understand the limitations of the technology, apply their own judgement when using it, and recognise the

value of their human intervention.

Another example of studies which yielded overall positive results were those which provided students with clear
guidelines about how to use the chatbots to assist their learning and how to preserve academic integrity. Students
received for example instructions about what specific tasks they could complete with GenAl support and were
reminded of the importance of preserving their own ideas and writing style (Hsu, 2023; Song & Song, 2023).
Conversely, in studies where learners used GenAl chatbots without guidance, they would most typically used
them to explain complex concepts or to practise their knowledge in advance of a test. In this case, students would
be left on their own to interpret and critically assess the chatbot outcomes, and the absence of guidelines and
instructions could reduce engagement and lead to a lack of depth in students’ responses (Araujo & Cruz-Correia,
2024; Tossell et al., 2024). This seems to indicate that a carefully guided integration of GenAl chatbots in learning
environments is paramount to ensure that students make an ethical and effective use of this technology to support

their learning.

In connection with the above, the risk of over-reliance on Al tools was mentioned in numerous studies, noting that
it can hinder the development of independent thinking, creativity, and problem-solving skills. This is well aligned
with previous reviews (Faisal, 2024; Mai et al., 2024). Cognitive shortcuts taken through Al use can reduce the
mental effort needed for meaningful learning and long-term retention and students may also lose confidence in
their own abilities when they depend too much on Al-generated ideas. In practical areas like programming, when
students rely on Al for implementation rather than understanding, there is a risk of skill degradation. This is
particularly evident from coding experiments allowing students to use a GenAl chatbot for practising but not for
the final test (Jost et al., 2024). Similar effects were observed in ChatGPT- assisted language learning, where

over-reliance on the technology impacted language acquisition negatively (Karatas et al., 2024).

Most of the studies considered in this review base their conclusions on consensus by student majorities in the

populations investigated, or on mean values of test scores. It is important to keep the diversity of students in mind
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when interpreting such results. Students have different learning attitudes (Tu & Hwang, 2023) and growth
mindsets (Tu, 2024), which determine their benefits of GenAl chatbots. Tu (2024) argued that students with a so
called ‘low learning attitude’ would mostly use ChatGPT to achieve lower-order skills such as comprehension of
concepts whereas students with a ‘high learning attitude’ could more effectively make use of ChatGPT to stimulate
their creativity and achieve higher-order thinking skills (Bloom et al., 1956) (Krathwohl, 2002). In other words,

there is a risk that access to GenAl tools might enhance inequalities amongst students (Holland & Ciachir, 2024).

Conclusions

This literature review reveals that GenAl chatbots are most powerful for supporting student learning when they
take the role of tutors or assistants guiding students through dialogue to establish their own findings or solutions.
This contrasts with using chatbots to generate complete solutions, thereby bypassing problem-solving, critical
thinking, and creativity, which are all important steps and skills for achieving deep learning. A human tutor would
typically not provide complete answers to students’ assignments; rather the good tutor would provide guiding

questions to support the student’s progress towards a given learning objective.

The human tutor might take proactive steps e.g. by asking a student challenging questions. This capability is less
pronounced for tutoring by means of GenAl chatbots, where it takes some initiative and insights from the student’s
side to get meaningful answers from the chatbot. In the not so distant future, a combination of intelligent tutoring
systems, designed for learning and built into learning management systems, in combination with underlying GPT-
technology might offer the optimal tutoring that promotes deep learning and represents a viable solution to the

Bloom’s “2 Sigma Problem” mentioned in the Introduction (Bloom, 1984).

Recommendations for Integrating Genai Chatbots in Learning Environments

The findings in this review have several important implications that can offer valuable guidance for educators
planning the integration of GenAl chatbots to support student learning. The identified potential benefits of these
tools should encourage teachers to explore their use with confidence and curiosity, seeking applications that can
allow them to support their students even better than they already do. Also based on the review’s results, it is
recommended that the integration of GenAl chatbots be carefully planned. This includes clarifying which GenAl
uses are encouraged or discouraged, ensuring they are appropriate for students’ existing knowledge and level of

study, and addressing potential interferences with academic integrity and ethical regulations.

Providing students with clear guidelines, fostering their Al literacy skills, and incorporating the evaluation of
GenAl-generated output as part of the activities are some of the measures that can ensure a pedagogical sound
integration of this technology. Finally, it is also important to acknowledge and be prepared for differences in how
students experience their interaction with GenAl chatbots. While many learners may gain confidence and become
more independent in their learning by being assisted by the tools, others may doubt their ability to think critically

and create original content.
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Limitations

This review is based on the earliest publications about GenAl and student learning, which were all published
within 1.5 years from the launch of ChatGPT in the autumn of 2022. Most of these early studies are based on
small-scale analyses with relatively few participants or on larger-scale studies in less controlled environments
where students have used different GenAl tools for different purposes. Larger systematic studies including control
experiments are needed to establish more firm conclusions. Another limitation of this review is that outcomes of
the different studies might be heavily influenced by the way experiments were setup. Most importantly, the
conclusions drawn from experiments where students’ use of GenAl was permitted for solving an assignment are

bound to be different from those where GenAl was allowed for practising but not for the final assignment.

Future Research Directions

The findings of this review also highlight certain gaps in the existing literature that can be addressed by future
studies. Further research is still needed to gain a more nuanced understanding of how students can effectively use
GenAl chatbots as learning partners to enhance, rather than substitute, their original ideas and critical thinking
skills. For instance, future research could explore whether this positive outcome is more easily achievable in
certain disciplines, at specific levels of expertise, or in relation to particular types of tasks. Additionally, as both
educators and learners gain more experience with GenAl chatbots in educational settings, future studies should
try to shed more light on whether or how cognitive offloading affects learning outcomes and performance. Another
area where future research could focus concerns the emotional dimension of GenAl use, especially in the case of
those learners for whom these tools seem to have a negative effect in terms of undermining their trust in their
human abilities or prompting unfavorable comparisons between their original contributions and the ones generated

by the chatbots.
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